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Background/Problem Being Solved 
Organizing safety event reports by patterns is critical for quality improvement. Currently, these are manually categorized 
into one of 40 predefined categories by trained personnel, a time intensive process. Large Language Models (LLMs) offer a 
promising avenue for reducing manual effort. 
 

Intervention(s) 
A dictionary of definitions and examples for 40 pre-defined categories was created by subject matter experts (SMEs). 
Approaches for LLM-based automated categorization were tested on 320 reports and compared with SME-assigned 
categories. Llama 3.1-8b was used and hosted locally via Ollama. Four approaches were evaluated: 

1. Zero-Shot Categorization: A prompt was provided with all 40 categories. 
2. Instructional Modification:  To address frequent misclassifications involving “Near Miss,” clarification guidelines 

were introduced. 
3. Top-3 Restriction: Top-3 most frequently used categories were identified. LLM was limited to selecting one of the 

top three when applicable, or "Other” when not applicable. 
4. Retrieval-Augmented Categorization: Category definitions were embedded and used to retrieve the top 10 

candidate categories, which were then passed to the LLM for final categorization. 
 

Barriers/Challenges 
Challenges included the large number of categories, nuanced definitions, and utility to manual workflow. 
 

Outcome 
Approach #1 resulted in 49% (158/320) correct category assignments. “Near miss” reports were incorrectly assigned 
(0/32). Approach #2 improved the categorization rate overall to 53% (170/320), and in the “Near miss” category to 63% 
(20/32). Approach #3 improved performance in each of the top 3 categories (51/52 “contrast extravasation”, 25/32 “delay 
in exam”, and 30/32 “near miss”). However, other reports were commonly mis-categorized into these categories, resulting 
in an overall lower performance of 44% correct (140/320). In approach #4 the correct category was retrieved in 89% 
(284/320), however, the final categorization was correct in 64% (205/320). 

 
Conclusion/Statement of Impact/Lessons Learned 
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Integrating LLMs into safety event categorization workflows has highlighted the challenges above. Subsequent efforts 
focus on summarizing the event for trained personnel to expedite categorization. 
 

Figure(s) 

 
Table 1. Example event descriptions with Actual Category and LLm-Assigned categories. Descriptions summarized and 
modified for privacy. 
 

 
Figure 1. Four approaches used for LLM-based categorization of imaging safety event reports. 
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