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Introduction  
Vision transformers are powerful tools for extracting image embeddings. However, the specificity and relevance of these 
embeddings for specialized diagnostic tasks remain unclear. The Kellgren-Lawrence Grade (KLG) scoring system for knee 
osteoarthritis (OA) assessment uses specific radiographic features -osteophytes, joint space narrowing, and bone deformity 
– to grade severity of knee OA, making it a suitable context to evaluate the performance of embeddings for specific 
diagnostic image analysis. 
 

Hypothesis  
To evaluate whether general-purpose medical image transformer embeddings (BioMedCLIP) can capture task-specific 
radiographic features as effectively as specialized deep learning models for KLG scoring. 
 

Methods  
We analyzed bilateral PA fixed-flexion knee radiographs from the NIH Osteoarthritis Initiative dataset. Bilateral images 
were cropped to unilateral. From 4,796 patients followed up at 12, 24, 36, 48, 72, and 96 months, we included 4,507 
patients (38,199 images).  We compared three approaches: (1) ConvNeXt and (2) ResNet18, both trained specifically for 
KLG classification, versus (3) a custom neural-network classifier trained on BioMedCLIP vision transformer embeddings.  
This design allowed us to contrast the performance of models learning task-specific features directly from images against a 
model using pre-extracted general medical image embeddings. 
 

Results 
Models trained directly on radiographs significantly outperformed the transformer embedding-based approach. ConvNeXt 
achieved the highest performance (quadratic weighted kappa: 0.8089, adjacent accuracy: 0.9413), followed by ResNet18 
(kappa: 0.7474, adjacent accuracy: 0.9110). The BioMedCLIP embedding-based model showed notably lower performance 
(kappa: 0.5960, adjacent accuracy: 0.7890). All models performed better on extreme grades (0 and 4), with ConvNeXt 
achieving F1-scores of 0.709 and 0.835 respectively. Notably, the embedding-based approach completely failed to identify 
grade 1 cases (F1-score: 0.000) and showed substantial degradation in detecting intermediate grades (F1-scores: 0.407 and 
0.389 for grades 2 and 3), suggesting limited capture of subtle radiographic features crucial for KLG scoring. 
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Conclusion 
while general medical vision transformers like BioMedCLIP can recognize broad anatomical structures, their embeddings 
fail to capture the nuanced radiographic features essential for specialized tasks like KLG grading, particularly in 
distinguishing intermediate disease stages. The superior performance of task-specific deep learning models, especially in 
detecting subtle grade differences, emphasizes two key points: first, the current limitations of general-purpose medical 
image embeddings for fine-grained feature detection, and second, the need for developing specialized transformer 
architectures with focused pre-training on specific anatomical regions and imaging modalities. These results suggest that 
the successful application of vision transformers in medical imaging may require a shift from general to organ-specific pre-
training strategies to ensure clinically relevant feature extraction. 
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Figure 1. Confusion Matrix for 3 approaches 
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Table 1. Performance metrics for each KLG score 
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