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Introduction  
The rapid evolution of large language models (LLMs) offers promising opportunities for radiology report annotation, aiding 
in determining the presence of specific findings. This study evaluates the effectiveness of a human-optimized prompt in 
labeling radiology reports across multiple institutions using LLMs. 
 

Hypothesis  
A human-optimized prompt can enable LLMs to accurately and consistently annotate radiology reports across multiple 
institutions, regardless of variations in report structures and institutional practices. 
 

Methods  
A multi-institutional dataset was curated, comprising 500 radiology reports per site from Mayo Clinic, University of 
California, San Francisco(UCSF), Massachusetts General Hospital(MGH), Unniversity of California-Irvine (UCI) and Emory. 
The reports’ findings included five categories: liver metastases (CT abdomen), subarachnoid hemorrhage (CT brain), 
pneumonia (chest X-ray), cervical spine fracture (CT), and glioma progression (MRI brain). A standardized Python script was 
distributed to participating sites, allowing the use of  different locally executed LLMs and a human-optimized 
prompt(Figure 1). The script executed the LLM's analysis for each report, using a predefined answer set (e.g., ['Yes', 'No'] or 
['Progression', 'Stable', 'Improved']), and compared predictions to ground truth labels provided by local investigators. 
Models’ performance using accuracy were calculated and results were aggregated centrally. 
 

Results 
The human-optimized prompt demonstrated high consistency across sites and pathologies, with overall performance 
surpassing initial expectations(table-1). Preliminary analysis indicates significant agreement between the LLM's outputs 
and investigator-provided ground truths across multiple institutions. At Mayo Clinic, eight LLMs were systematically 
compared, with Llama 3.1 70b achieving the highest performance in accurately identifying the specified findings. 
Comparable performance with Llama 3.1 70b was observed at two additional centers, demonstrating the model's robust 
adaptability to variations in report structures and institutional practices. We also note that for a small percentage of cases, 
the LLMs did not respond with the required short answer (e.g. ‘Yes’ or ‘No’) but provided a long explanation that usually 
was correct. However, these were counted as incorrect because the LLM did not follow the prompt. 
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Conclusion 
Our findings illustrate the potential of optimized prompt engineering in leveraging LLMs for cross-institutional radiology 
report annotation. By eliminating the need for federated learning, this approach simplifies implementation while 
maintaining high accuracy and adaptability. Future work will explore model robustness to diverse report structures and 
further refine prompts to improve generalizability. 
 

Figure(s) 

 
Figure 1. This code snippet represents part of a Python function designed to generate prompts for querying the LLMs 
about specific findings in radiology reports. Each finding, such as cervical spine fractures, cervical spine fracture, 
pneumonia, liver metastases, subarachnoid hemorrhage, or glioma progression, is associated with a tailored question 
format to ensure precise responses based on the report content. 
 

Configuration Center Cervical 
Spine 
Fracture 

Glioma 
Progressi
on 

Subarachnoid 
hemorrhage 

Pneumonia Liver 
Metastasis 

Average 
Accuracy 

meta- 
llama/Met a-
Llama- 3-
70B- 
Instruct 

Emory  
0.657 

 
0.56 

 
0.41 

 
0.88 

 
0.535 

 
0.9 

GPT-4o- 
2024-05- 
13 

UCSF  
0.926 

 
0.77 

 
0.9 

 
0.98 

 
0.99 

 
0.99 
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llama3 UCSF  
0.844 

 
0.93 

 
0.66 

 
0.92 

 
0.86 

 
0.85 

Llama3.1 
70b- 
instruct 

UCSF  
0.91 

 
0.78 

 
0.8 

 
0.99 

 
0.99 

 
0.99 

llama3.17 
0b- instruct 

MGH  
0.932 

 
0.82 

 
0.89 

 
0.99 

 
0.99 

 
0.97 

llama3.17 0b 
instruct 
simple 

MGH  
0.912 

 
0.97 

 
0.93 

 
1.0 

 
1.0 

 
0.66 

llama3.17 0b 
instruct 

Mayo 
Clinic 

 
0.936 

 
0.96 

 
0.95 

 
0.93 

 
0.95 

 
0.89 

Llama3.1 7b 
chatqa 

Mayo 
Clinic 

 
0.95 

 
0.95 

 
0.95 

 
0.98 

 
0.91 

 
0.94 

Llama3.1 7b Mayo 
Clinic 

 
0.62 

 
0.95 

 
0.52 

 
0.89 

 
0.7 

 
0.04 

Llama3.1 
70b instruct 

Mayo 
Clinic 

 
0.904 

 
0.94 

 
0.93 

 
0.88 

 
0.92 

 
0.85 

Llama3.3 70b Mayo 
Clinic 

 
0.937 

 
0.891 

 
0.903 

 
0.899 

 
0.912 

 
0.907 

 

Table 1. Performance metrics of various large language models (LLMs) in identifying findings across different radiology 
report categories, including cervical spine fractures, Glioma, subarachnoid hemorrhage, pneumonia, and liver metastases, 
as observed at multiple institutions. (University of California, San Francisco(UCSF), Massachusetts General Hospital(MGH)) 
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